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Abstract  

This research focuses on disease clustering, which is a crucial aspect of effective diagnosis and treatment. With the 

increasing complexity of health data generated from various sources, such as electronic health records and 

laboratory results, efficient methods are needed to cluster and analyze this data. The use of machine learning 

algorithms, particularly Support Vector Machine (SVM), offers a promising solution to address this issue. SVM is 

known for its ability to handle multidimensional data and identify patterns that are not immediately visible. The 

challenges faced in disease clustering include difficulties in managing large and complex data, as well as the 

inability of traditional methods to provide accurate and rapid results. Additionally, many healthcare professionals 

lack access to adequate analytical tools, hindering appropriate clinical decision-making. Therefore, it is essential to 

develop solutions that can effectively assist in disease clustering. The proposed solution in this study is the 

development of a Java Standard Edition (JSE) based application that implements the SVM algorithm for disease 

clustering. This application is designed to provide an intuitive user interface, allowing users to upload data, run the 

SVM algorithm, and easily obtain clustering results. This research uses clinical data from various diseases, 

including heart disease, diabetes, hypertension, cancer, asthma, and stroke. Evaluation results show that SVM can 

cluster diseases with an accuracy of up to 92%. Thus, this study concludes that the application of SVM in a JSE-

based application is an effective solution for enhancing disease clustering and supporting better clinical decision-

making. 
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1. INTRODUCTION 

Disease clustering is an important process in the medical field to assist in the diagnosis and treatment of 

patients. With advancements in information technology, the use of machine learning algorithms such as Support 

Vector Machine (SVM) has become popular in health data analysis. SVM is capable of handling complex and 

multidimensional data, making it a suitable choice for disease clustering. This study aims to implement SVM in 

disease clustering using an application built with Java Standard Edition (JSE). This approach is expected to provide 

an efficient tool for healthcare professionals in clustering and analyzing disease data. 
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Figure 1. The Disease Clustering Process 

 

The Disease Clustering Process illustrates the flow of the clustering process using the Support Vector 

Machine (SVM) algorithm. The image includes clear and structured steps, including: 

 

• Data Collection: Shows the data sources used, such as clinical data from hospitals. 

• Data Preprocessing: Explains the steps taken to clean and prepare the data before analysis. 

• SVM Algorithm Application: Describes how SVM is used to cluster the processed data. 

• JSE Application Development: Illustrates the process of creating a user interface for the Java 

Standard Edition-based application. 

  

2. LITERATURE REVIEW 

SVM is one of the effective machine learning algorithms for classification and clustering. According to 

Cortes and Vapnik (1995), SVM works by finding the best hyperplane that separates classes in the data. SVM has 

been used in various health applications, including the clustering of heart disease, diabetes, and lung diseases. 

Khoshgoftaar et al. (2018) demonstrated that SVM could provide better results compared to other algorithms in 

heart disease analysis. Additionally, Java-based applications have been widely used in health software 

development. Prabowo et al. (2020) explained how JSE-based health applications can improve efficiency in 

managing health data. Previous research also shows that disease clustering can assist in clinical decision-making 

and treatment planning. 

 
Figure 2. diagram SVM 
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The generated SVM diagram illustrates the process of using the Support Vector Machine (SVM) algorithm in data 

clustering as follows: 

• Data Input: The initial step where clinical data or other relevant datasets are input into the system. 

• Data Preprocessing: The process of cleaning and preparing the data, including removing outliers and filling 

missing data. 

• Feature Selection: Selecting the most relevant features to be used in the SVM model, which helps improve 

the model's accuracy. 

• Training Data: Data that has been processed and selected for its relevant features, used to train the SVM 

model. 

• Support Vector Machine Algorithm: The implementation of the SVM algorithm used to separate classes in 

the data. 

• Model Training: The process of training the SVM model using the prepared training data. 

• Model Evaluation: The evaluation performed to measure the accuracy and effectiveness of the SVM model. 

• Is Accuracy Acceptable?: A decision point determining whether the accuracy of the generated model is 

good enough for use. 

• Yes: If accuracy is acceptable, the model is ready to be deployed. 

• No: If accuracy is inadequate, parameter tuning is performed to enhance model performance. 

• Tuning Parameters: The process of adjusting SVM parameters to improve model accuracy before returning 

to the SVM algorithm application step. 

This diagram provides a clear overview of the SVM workflow, from data collection to evaluation and model 

deployment. It is very useful for understanding the steps involved in applying SVM for disease clustering. 

 

3. IMPLEMENTATION METHOD 

 

1. Data Collection: Clinical data was collected from hospitals and health databases. This data includes demographic 

information, medical history, and laboratory results from patients diagnosed with various diseases, including: 

• Heart Disease 

• Diabetes 

• Hypertension 

• Lung Disease 

• Cancer (such as breast cancer and lung cancer) 

• Asthma 

• Stroke 

 

2. Data Preprocessing: The collected data was cleaned and processed to remove outliers and missing data. Data 

normalization was performed to ensure that all features are on the same scale. 

3. Application of SVM Algorithm: Using the Weka library, the SVM algorithm was applied to classify the data. 

The SVM model was trained using training data and tested with test data to evaluate its accuracy. SVM parameters, 

such as kernel and regularization, were optimized to achieve the best results. 

4, Development of JSE Application: The application was built using Java Standard Edition (JSE) to provide an 

intuitive user interface. Users can upload data, run the SVM algorithm, and easily view the clustering results. 

5. Model Evaluation: The accuracy of the model was evaluated using metrics such as precision, recall, and F1-

score. The clustering results were analyzed to determine the effectiveness of SVM in identifying patterns in the 

data. 
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Figure 3. Flowchart of Implementation 

This implementation flowchart illustrates the steps taken in the disease clustering process using the Support 

Vector Machine (SVM) algorithm. Below is an explanation of each component in the diagram: 

 

• Data Collection: The initial step where clinical data or other relevant datasets are gathered from sources 

such as hospitals or health databases. 

• Data Processing: The collected data is then processed to clean and prepare it for further analysis. This 

includes the removal of irrelevant data and outliers. 

• Data Normalization: This process ensures that all features in the dataset are on the same scale, which is 

important for the SVM algorithm to function effectively. 

• Application of SVM Algorithm: Here, the SVM algorithm is applied to the processed data to cluster it 

based on existing patterns. 

• Model Training: The SVM model is trained using the prepared training data, where the algorithm learns to 

recognize patterns in the data. 

• Model Evaluation: After the model is trained, this step involves testing the model to evaluate its accuracy 

using test data. 

• Is Accuracy Adequate?: A decision point that determines whether the accuracy of the produced model is 

sufficient for use. 

• Yes: If the accuracy is acceptable, the model is ready to be implemented in a Java Standard Edition (JSE) 

based application. 

• No: If the accuracy is inadequate, parameter tuning steps are taken to improve the model's performance 

before returning to the SVM algorithm application step. 

• This diagram provides a clear and structured overview of the steps involved in implementing SVM for 

disease clustering, aiding in the understanding of the overall process. 

 

4. RESULTS AND DISCUSSION 

The clustering results show that SVM successfully classified the diseases with an accuracy of 92%. Table 1 

presents the clustering results based on disease categories. 
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Table 1. Results of Disease Clustering Using SVM 

 

From Table 1 above, it shows that SVM is capable of identifying patterns in complex data, and the JSE-based 

application provides ease for users in accessing and analyzing data. These results align with previous research that 

demonstrates the effectiveness of SVM in clustering medical data. The use of a JSE-based application also allows 

for integration with existing health information systems, thereby facilitating users in managing data. 

 
Figure 1. Clustering Results of Diseases Using SVM 

 

The chart above is a bar diagram that shows the accuracy of clustering various diseases using the Support 

Vector Machine (SVM) algorithm. Below is an explanation of the displayed results: 

 

• Heart Disease: The clustering accuracy reaches 90%, indicating that the SVM model can effectively 

identify and cluster data related to heart disease. 

• Diabetes: The highest accuracy recorded is for diabetes, at 93%, signifying that the model is highly 

effective in clustering diabetes patient data. 

• Hypertension: The clustering accuracy for hypertension is 91%, demonstrating good performance in 

recognizing existing patterns within the data. 

• Lung Disease: With an accuracy of 94%, the SVM model shows excellent capability in clustering 

lung disease. 

• Cancer: The accuracy for clustering cancer is recorded at 89%, indicating that while effective, there 

is room for improvement in recognizing cancer data patterns. 
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• Asthma: The clustering accuracy for asthma is 92%, showing that the model is quite reliable in 

identifying asthma-related data. 

• Stroke: The clustering accuracy for stroke reaches 88%, suggesting that while the model performs 

well, there are some challenges in clustering stroke data. 

• Overall, this chart provides a clear picture of how well the SVM model clusters various types of 

diseases based on clinical data, with most accuracies above 90%. These results demonstrate the 

potential of SVM as an effective tool in health data analysis. 

 

5. CONCLUSION 

This research has successfully implemented the Support Vector Machine (SVM) algorithm for disease 

clustering based on clinical data. The analysis results show that the SVM model demonstrates high accuracy in 

classifying various types of diseases, with the highest accuracy reaching 94% for lung diseases and the lowest at 

88% for stroke. This indicates that SVM is an effective tool for analyzing and clustering health data, which can 

assist in clinical decision-making and better care planning. The application built using Java Standard Edition (JSE) 

provides an intuitive user interface, allowing users to upload data, run the SVM algorithm, and easily view the 

clustering results. The integration of information technology in the health sector, particularly through the use of 

machine learning algorithms, can enhance efficiency and effectiveness in the diagnosis and treatment of diseases.  
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