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Abstract 

TIX ID is an online cinema ticket purchasing application that plays on a smartphone platform. Where users can buy 

cinema tickets anywhere and anytime without having to wait in line. The concept of purchasing cinema tickets is 

integrated with a third party, namely DANA as a digital money concept that is integrated with several large 

applications such as Tokopedia and Shopee. This study aims to Conduct text preprocessing (NLP) on TIX ID 

application user review data so that the data is ready to be used in the sentiment analysis process, Extract text features 

using the Term Frequency–Inverse Document Frequency (TF-IDF) method to represent reviews in numeric form, 

Apply the Naive Bayes and Support Vector Machine (SVM) algorithms in classifying user review sentiments into 

positive and negative categories, Evaluate the performance of the Naive Bayes and Support Vector Machine (SVM) 

models using accuracy, precision, recall, and F1-score metrics, Provides an overview of user sentiment towards the 

TIX ID application as a consideration for developers in improving the quality and service of the application. 
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INTRODUCTION 

The TIX ID app is a digital platform widely used by the public for online movie ticket booking. As the 

number of users increases, the app receives numerous reviews from users through app distribution platforms like the 

Google Play Store. These reviews reflect users' experiences, satisfaction, and complaints regarding the service pro-

vided. However, the sheer volume of user reviews makes manual analysis inefficient and prone to subjectivity. The 

TIX ID app is an online cinema ticket booking service released on March 21, 2018, by PT. Prosperous Archipelago 

Eagle. To use TIX ID, users can easily download the app from the Google Play Store for Android users or the App 

Store for iOS users. Once downloaded, the next step is to create a TIX ID account. TIX ID has become one of the 

fastest-growing entertainment apps this year, offering a wide selection of cinemas across Indonesia. Released on 

March 21, 2018, TIX ID has been downloaded by over five million users on both the App Store and Google Play 

Store. TIX ID aims to attract users to use the app when purchasing cinema tickets through attractive promotions, 

including discounts. This is one reason why TIX ID now has a strong competitive edge over its competitors. How-

ever, the sheer volume of user reviews makes manual analysis inefficient and prone to subjectivity. Natural Language 

Processing (NLP)-based sentiment analysis offers a relevant solution for understanding user opinions by extracting 

information from review text. 

Naive Bayes and Support Vector Machine (SVM) are two classification algorithms frequently used in senti-

ment analysis, due to their simplicity, computational efficiency, and good performance in text data processing. Com-

bined with text preprocessing techniques and TF-IDF feature extraction, the Naive Bayes algorithm is able to effec-

tively classify reviews into positive and negative sentiments. Although sentiment analysis using TF-IDF combined 

with Naive Bayes and Support Vector Machine has been widely applied in previous studies, this research provides a 

context-specific empirical contribution by focusing on user reviews of the TIX ID application, one of Indonesia’s 

most widely used digital cinema ticketing platforms. This study emphasizes real-world Indonesian-language user 

reviews, which present linguistic characteristics, informal expressions, and sentiment patterns that differ from da-

tasets commonly used in prior research. Furthermore, this research highlights a comparative performance analysis 

between Naive Bayes and SVM under conditions of class imbalance, offering practical insights into algorithm 
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selection for sentiment analysis in mobile application evaluation contexts. The findings are expected to serve as a 

reference for application developers and researchers in understanding user perception and improving service quality 

based on data-driven sentiment evaluation. 

This study does not merely apply commonly used sentiment analysis methods, but also emphasizes the 

specific context of user reviews of the TIX ID application as one of Indonesia’s widely used digital cinema ticketing 

platforms. The analyzed reviews employ informal Indonesian language that reflects real-world user expressions. 

Furthermore, this research compares the performance of Naive Bayes and Support Vector Machine algorithms under 

imbalanced data conditions, providing empirical insights into the strengths and limitations of each algorithm in clas-

sifying application review sentiments. The results are expected to serve as an evaluation reference for application 

developers and as a foundation for future research in digital application sentiment analysis. 

 

METHOD 

In compiling this research, research methods are needed in the data collection process, firstly, the primary 

data source in this research is obtained from the results of data collection activities on the use of the TIX ID data 

application that uses NLP, secondly, secondary data in this research is data management from report data regarding 

the analysis of the number of uses of the TIX ID application in daily activities, in addition to supporting supporting 

data obtained from library media about the theories used in this research. The secondary data includes data mining, 

classification, naive bayes, support vector machines and other literature reviews. Literature studies consist of 

literature regarding the research being conducted. The literature in question includes several scientific journals and 

books related to this research case. Scientific journals and books are also used as references. The process of testing 

the application system that has been created will be tested to determine whether the TIX ID data application has run 

and is in accordance with the design carried out. 

In the process of classifying review data using text mining with Naive Bayes Classifier and Support Vector 

Machine (SVM). Classification is divided into 2 criteria: Positive and Negative. Before classification, several stages 

of text processing are carried out using Natural Language Processing (NLP) methods such as case folding, stemming, 

tokenization and stopword removal. Tix ID data is taken from a scientific study with 3576 data points (2024-2023) 

from Kaggle: > (https://www.kaggle.com/datasets/ahmadseloabadi/tix-id-app-reviews-from-google-play-store) with 

the title “TIX ID app reviews from Google Play Store”. Previous research:https://journal.eng.unila.ac.id/in-

dex.php/jitet/article/view/6250/2466  
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The preprocessing stage is carried out using the Python programming language which includes case fold-

ing, cleaning, tokenizing, stopword removal, and stemming to produce clean text data before TF-IDF feature extrac-

tion and classification using the Naive Bayes algorithm. If the preprocessing is successful, the file will be automati-

cally saved directly in the "Python Program" folder with the title "review_tixid_preprocessed.csv" 

 

 

 

 

 

 

 

 
The following are the stages of the Data Preprocessing process: 

1. Folding Case (Lower casing) 

The process of converting all letters to lowercase. In this process, the characters 'A'-'Z' in the data are con-

verted to the characters 'a'-'z'. 

Example: “Complete and user friendly” >> “complete user friendly” (line 3) 

2. Removing non-alphabetic characters 

Characters such as numbers, symbols, or emojis will be removed from the text. 

Example: "it's easy to watch without queuing" >> "it's easy to watch without queuing" (line 119) 

3. Tokenization 

The tokenization process is performed using whitespace tokenization to improve system stability and avoid 

dependence on external resources. 

4. Stopword 

Stop words are common words that often appear in large numbers and are considered meaningless. Examples 

of stop words in Indonesian are "yang," "and," "in," "of," etc. The purpose of using stop words is to remove 

low-information words from a text, allowing us to focus on important words instead. 

5. Stemming 

Stemming is the process of mapping and parsing a word's form into its root form. To stem Indonesian, we 

can use the Sastrawi Python library we prepared earlier. The Sastrawi library applies the Nazief and Adriani 

algorithm to stem Indonesian. 

Example: Attachments: Attachments 

                             good: good 

 
Automatic sentiment labeling (positive/negative score) 

Sentiment labeling is a crucial step in sentiment analysis, providing the ground truth needed by supervised 

learning algorithms for learning and evaluating model performance. The sentiment labeling process is performed 

automatically based on user ratings (Score column). Ratings of 4–5 are categorized as positive sentiment, while 

ratings of 1–3 are categorized as negative sentiment. After the sentiment labeling process is successful, the file will 

be automatically saved as review_tixid_labeled.csv. 

Output Sentiment Labeling: 

 

 

 

 

 

 
TF-IDF Feature Extraction - Text to Numeric Transformation (Feature Extraction) 

Naive Bayes cannot read text, so the data is converted to numbers using TF-IDF Feature Extraction. TF-

IDF is used as a numerical representation of text for model training and is not stored as a separate dataset because it 

is temporary and is used directly in the classification process. 

Python Implementation: 
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Data Classification Using Naïve Bayes Algorithm and Support Vector Machine (SVM) 

After the data model is trained, the sentiment classification process is performed using the Naive Bayes 

algorithm due to its effectiveness in handling high-dimensional text data and imbalanced word distribution. The 

process classifies it into two criteria: Positive and Negative. 

Evaluation of the metric model includes: 

 

 

 

 

 

 

 

 
Training Data: 

The dataset is divided into: 

a. Training data (80%) >> The model can learn word patterns from sentiment 

     80% data → training data 

b. Test Data (20%) >> Generalizing model capabilities 

      20% data → test data 

Confusion matrix only uses 20% of the data 
 

RESULTS AND DISCUSSION 

Results 

Sentiment analysis 

Sentiment analysis is the process of analyzing digital text to determine whether the emotional tone of a 

message is positive, negative, or neutral. Companies today have large volumes of text data, such as emails, customer 

support chat transcripts, social media comments, and reviews. Sentiment analysis tools can scan this text to 

automatically determine the author's attitude toward a topic. Companies use insights from sentiment analysis to 

improve customer service and enhance brand reputation. Sentiment analysis, also known as opinion mining, is a 

critical business intelligence tool that helps companies improve their products and services. The following describes 

the benefits of sentiment analysis: 

1. Analyzing on a large scale 

Businesses continuously mine information from vast amounts of unstructured data, such as emails, chatbot 

transcripts, surveys, customer relationship management records, and product feedback. Cloud-based 

sentiment analysis tools enable businesses to scale the process of uncovering customer emotions in textual 

data at an affordable cost. 

2. Providing objective insight 

Businesses can avoid the personal bias associated with human reviewers by using artificial intelligence (AI)-

based sentiment analysis tools. As a result, companies obtain consistent and objective results when analyzing 

customer opinions. For example, consider the following sentence: 
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“I was impressed with the speed of the processor, but disappointed that it heated up quickly.” 

Marketers might overlook disappointing parts of a review and bias the processor's performance positively. 

However, accurate sentiment analysis tools sort and classify text to objectively capture emotions. 

3. Building better products and services 

Sentiment analysis systems help companies improve their products and services based on genuine and 

specific customer feedback. AI technology identifies real-world objects or situations (called entities) that 

customers associate with negative sentiment. In the example above, product engineers focused on improving 

the processor's heat management capabilities because the text analysis software associated "upset" (negative) 

with the processor (entity) and "heating" (entity). 

4. Working time results 

Businesses must respond quickly to potential crises or market trends in today's rapidly changing landscape. 

Marketers rely on sentiment analysis software to learn how customers feel about their brands, products, and 

services in real time and take immediate action based on their findings. They can configure the software to 

send alerts when negative sentiment is detected for specific keywords. 

Sentiment analysis is an application of natural language processing (NLP) technology that trains computer 

software to understand text in a way that closely resembles humans. Here's how sentiment analysis works: 

In the processing stage, sentiment analysis identifies keywords to highlight the core message of the text. 

1. Tokenization breaks a sentence into elements and tokens. 

2. Lemmatization converts words to their root form. For example, the root form of am is be. 

3. Stop word removal filters out words that don't add meaning to a sentence. For example, with, for, at, 

and of are stop words. 

NLP technology further analyzes the extracted keywords and assigns them a sentiment score. A sentiment 

score is a measurement scale that indicates the emotional element in a sentiment analysis system. It provides a 

perception related to the emotions expressed in the text for analytical purposes. For example, researchers use 10 to 

represent satisfaction and 0 to represent disappointment when analyzing customer reviews. 

Naive Bayes Algorithm 

The Naive Bayes algorithm, also known as Naive Bayes Classifiers, is a collection of differentiating 

algorithms based on Bayes' theorem. An algorithm is a systematic procedure or formula designed to help computers 

solve problems. Naive Bayes is an algorithm used by computers to perform specific tasks. The Naive Bayes 

algorithm's operation is governed by Bayes' theorem, which operates according to the principle of conditional 

probability. Conditional probability represents the probability or chance of an event, given that the related event has 

already occurred. One simple example of the concept of conditional probability is the toss of two coins. Each coin 

has two sides: heads and tails. Therefore, when two coins are tossed simultaneously, there is a possibility that they 

will show the same or different sides. 

It is known that the sample space is as follows: 

a. Coin 1= number; Coin 2= picture 

b. Coin 1= number; Coin 2=number 

c. Coin 1= picture; Coin 2= number 

d. Coin 1= picture; Coin 2= picture 

If we calculate the probability, then the probability (P) of both coins is: 

a. The probability of both coins showing two heads = ¼ 

b. The probability of one of the coins showing a number = ¾ 

c. The probability of the second coin showing a number, and the first coin showing a head = ½ 

d. The probability of the second coin showing a head, and the first coin showing a tail = ½ 

Then, to find out what the probability is that the first coin shows a number (event A), and the second coin 

shows a picture (event B), you can use the following conditional probability formula: 

𝑃(𝐴/𝐵) =
𝑷(𝐵/𝐴) ∗ 𝑃(𝐴)

𝑃(𝐵)
 

 

P(A/B)= Conditional probability of A given by B 

P(B/A) =The conditional probability of B given by A 

P(A) =Probability of event A 

P(B) =Probability of event B 
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P(A/B) =[P (The first coin is a number and the second coin is a picture)*P(The second coin is a picture)] / P (The 

first coin is a number) 

P(A/B)= [(1/2)*(1/2)]/(1/2) 

P(A/B) =1/2 0.5 

Based on the calculation, the conditional probability is ½ or if expressed as a decimal it becomes 0.5. 

The benefits of the naive Bayes algorithm are: 

1. Identifying faces and facial features, such as eyes, nose, mouth and eyebrows. 

2. Predicting the weather. 

3. M help doctors diagnose a patient's risk of disease, such as cancer or heart disease. 

4. Used on Google News to group news, for example news about politics, entertainment, gaming or 

education. 

5. In email, the naive Bayes algorithm is used to classify whether an incoming message is spam or not. 

6. Using FMRI data, the Navie Bayes algorithm can predict various human cognitive conditions and 

detect brain injuries. 

Support Vector Machine 

Support Vector Machine (SVM) is a supervised machine learning algorithm that can be used for 

classification and regression. SVM's working principle is based on Structural Risk Minimization (SRM), which is 

designed to process data into a hyperplane that classifies the input space into two classes. SVM theory begins with 

a linear clustering of cases that can be separated by a hyperplane and divided by class. The SVM concept begins 

with a two-class classification problem, requiring a positive and negative training set. SVM will attempt to find the 

best possible hyperplane (separator) to separate the two classes and maximize the margin between the two classes. 

The Support Vector Machine (SVM) method is used for automatic classification. Support vector machines can also 

solve classification and regression problems using both linear and nonlinear methods. 

The support vector machine algorithm is used to find the best hyperplane in an N-dimensional space that 

clearly classifies data points. A hyperplane is a function used to separate one class from another. This function is 

used for classification within a higher-dimensional class space. 

In 2D, the function used to classify between classes is called line similarity. In 3D, the function used to 

classify between classes is called plane similarity. 

There are several advantages of using this algorithm: 

1. Support vector machinevery helpful if you don't have much idea about the data. 

2. Can be used for data that is not regularly distributed and whose distribution is unknown. 

3. This algorithm has a very useful technique for solving any complex problem, called kernel. 

4. It does not suffer from overfitting and works well when there is a clear indication of separation. 

5. Capable of handling high-dimensional data. 

6. The support vector machine algorithm has a better level of accuracy and makes predictions faster. 

7. Can be applied to semi-supervised learning models. 

8. It has better computational complexity compared to other algorithms. 

9. Can be used even if the training data sample has bias. 

10. Has the ability to normalize data. 

Discussion 

Interpretation of Naive Bayes results 

1. The data distribution yielded 2,891 reviews with positive sentiment, while 685 reviews were negative. The 

predominance of positive sentiment indicates that users generally have a positive perception and experience 

of the analyzed service. 

2. The classification model used produced an accuracy of 86.59%, Precision of 86.21%, Recall of 99.31% and 

F1-Score of 92.30%. 
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3. Based on the results of the confusion matrix on the test data, from approximately 579 reviews with positive 

sentiment, the model successfully classified 575 reviews correctly (True Positive), while 4 reviews were 

incorrectly classified as negative sentiment (False Negative). 

4. Meanwhile, from approximately 137 reviews with negative sentiment in the test data, the model was able to 

classify 92 reviews correctly (True Negative), but there were still 45 reviews that were incorrectly classified 

as positive sentiment (False Positive). 

These results indicate that the model has excellent capabilities in recognizing positive sentiment, but still has limita-

tions in consistently identifying negative sentiment. 

Model Performance on Positive Sentiment Labels (Dominance) 

Classification reportThe results show that the model is highly effective in recognizing positive sentiment, 

with a Precision value of 86.21%, a Recall of 99.31%, and an F1-score of 92.30%. This indicates that the model 

correctly identified almost all positive reviews. 

1. The positive sentiment label has a large Recall value reaching 99.31%,This means the model has a very 

strong ability to recognize language patterns, keywords, and sentence structures that represent positive sen-

timent. This is due to the predominance of positive sentiment data in the dataset. With a much larger amount 

of positive data than negative data, the model has more examples for learning the characteristics of positive 

sentiment during the training process. As a result, the model is more sensitive to the emergence of features 

associated with positive sentiment, thus minimizing the risk of false negatives (positive data predicted as 

negative). 

2. The Precision value for the positive label is 86.21%, most of the data predicted as positive sentiment is 

indeed positive, although there is still a small number of negative reviews that are incorrectly classified as 

positive (false positive). 

3. The F1-Score value for the positive label is 92.30%, meaning that the model's performance in the positive 

class is not only superior in capturing positive data, but also quite accurate in minimizing classification 

errors. 

Model Performance on Negative Sentiment Labels 

However, in the negative sentiment category, despite the high Precision value of 91.84%, the Recall value 

was still relatively low at 32.85% and the F1-Score was 48.39%. This indicates that some negative reviews are still 

not optimally detected and tend to be classified as positive sentiment. 

1. The positive sentiment label has a low Recall value of 32.85%,This means that only about a third of all 

negative reviews were correctly detected by the model. This means that a large portion of negative data was 

misclassified as positive sentiment (false negatives). The low recall value for negative labels is primarily due 

to the imbalance in data volume, with negative data being significantly less than positive. As a result, the 

model is limited in learning the variety of language patterns that represent negative sentiment. 

2. The precision value for positive labels is quite high at 91.84%, indicating that when the model predicts a 

review as negative, the prediction is almost always correct. False positive errors (positive reviews predicted 

as negative) are very minimal. 

3. The F1-score for positive labels is 48.39%, reflecting a significant imbalance between precision and recall. 

The low F1-score is due to low recall, despite relatively high precision. This confirms that the model's per-

formance on the negative class is unstable and requires improvement to detect more negative reviews without 

sacrificing prediction accuracy. 
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Interpretation of SVM results: 

1. The data distribution yielded 2,891 reviews with positive sentiment, while 685 reviews were negative. The 

predominance of positive sentiment indicates that users generally have a positive perception and experience 

of the analyzed service. 

2. The classification model used produced an accuracy of 89.80%, precision of 85.62%, recall of 79.49% and 

F1-Score of 82.03%. 

 

 

 

 

 

 

 

 

 

3. Based on the results of the confusion matrix on the test data, from approximately 579 reviews with positive 

sentiment, the model successfully classified 557 reviews correctly (True Positive), while 22 reviews were 

incorrectly classified as negative sentiment (False Negative). 

4. Meanwhile, from around 137 reviews with negative sentiment in the test data, the model was able to classify 

51 reviews correctly (True Negative), but there were still 45 reviews that were incorrectly classified as pos-

itive sentiment (False Positive). 

These results indicate that the SVM model has a fairly good ability to recognize positive sentiment, but 

still struggles to consistently distinguish negative sentiment. This may be due to an imbalanced class distribution in 

the dataset, where positive reviews significantly outnumber negative ones. This condition causes the model to tend 

to predict the majority class more often, thus increasing classification errors in the minority class. 

Model Performance on Positive Sentiment Labels (Dominance) 

The results show that the model is highly effective in recognizing positive sentiment, with a Precision value 

of 91.61%, a Recall of 96.20%, and an F1-score of 93.85%. This indicates that the model correctly identified almost 

all positive reviews. 

1. The positive sentiment label has a large Recall value reaching 96.20%, indicatingA small proportion of 

positive reviews are misclassified as negative (false negative). This generally occurs because the word and 

phrase patterns in positive reviews tend to be more consistent, explicit, and easily recognized by bag-of-

words-based models like TF-IDF combined with the Naive Bayes algorithm. Furthermore, the data 

distribution, which is dominated by positive sentiment, helps the model learn the characteristics of that 

sentiment more optimally. 

2. The precision value for positive labels is 91.61%, indicating that the majority of positive sentiment predic-

tions generated by the model are indeed positive reviews. In other words, the number of negative reviews 

incorrectly classified as positive (false positives) is relatively small. This indicates that the model is not only 

aggressive in capturing positive sentiment but also quite selective in ensuring that the positive predictions it 

provides have a high level of accuracy. 

3. Meanwhile, the F1-score of 93.85% reflects an excellent balance between Precision and Recall. A high F1-

score indicates that the model not only excels at finding positive reviews (high Recall) but also maintains its 

classification accuracy (high Precision). Thus, the model can be said to be stable and consistent in classifying 

positive sentiments, without producing too many classification errors. 
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Model Performance on Negative Sentiment Labels 

However, in the negative sentiment class, despite the high Precision value of 79.63%, the Recall value was 

still relatively low at 62.77% and the F1-Score was 70.20%. This indicates that the model tends to be more cautious 

in predicting negative sentiment, resulting in only reviews with very strong negative characteristics being classified 

as negative. 

1. The positive sentiment label has a low Recall value of 62.77%,This means that there are still a number of 

negative reviews that the model fails to detect and instead classifies as positive sentiment (false negatives). 

This phenomenon can be caused by several factors, including the use of ambiguous language, the presence 

of neutral or mixed-tone words in negative reviews, and the limitations of TF-IDF-based feature represen-

tation, which is not yet fully capable of capturing the semantic context and irony in review text. 

2. The precision value for positive labels is high at 79.63%, indicating that the majority of reviews predicted 

as negative are indeed negative. In other words, the number of misclassifications, in which positive reviews 

are mistakenly predicted as negative (false positives), is relatively small. This indicates that the model has 

a high level of confidence in its negative sentiment predictions. 

3. The F1-Score for positive labels is 70.20%, reflecting an imbalance between Precision and Recall in the 

negative sentiment class. This indicates that while the negative sentiment predictions are quite accurate, 

the model's ability to capture all negative reviews still needs improvement. Furthermore, the imbalanced 

data distribution—where positive reviews far outnumber negative reviews—also influences the model's 

tendency to focus more on studying positive sentiment patterns. 

Comparison Result 

 

 

 

 

 

 

 

 

 

1. Both algorithms were able to produce relatively high levels of accuracy, indicating that the text-based ma-

chine learning approach is effective for sentiment analysis of app reviews. 

2. The Naive Bayes algorithm performed very well in classifying positive sentiment. This is demonstrated by 

the high Recall value, indicating that the model was successfully recognized with most positive reviews. The 

high Recall value in the positive class indicates that Naive Bayes tends to maximize positive sentiment 

detection, resulting in a relatively small number of errors in the form of positive reviews being misclassified 

as negative. Furthermore, the high Precision and F1-Score values indicate that the model's positive sentiment 

predictions are quite consistent and accurate. 

3. However, in the negative sentiment class, Naive Bayes' performance tended to decline. While the Precision 

value remained relatively good, the lower Recall value indicated that some negative reviews were missed 

and instead classified as positive. This indicates that the model tends to be biased toward the majority class, 

which in this study is positive sentiment. The imbalanced data distribution also impacts Naive Bayes' ability 

to recognize distinctive patterns in negative reviews. 

4. Meanwhile, the Support Vector Machine (SVM) algorithm demonstrated more balanced performance in sep-

arating positive and negative sentiment classes. SVM was able to construct a more optimal decision bound-

ary in the high-dimensional feature space extracted from TF-IDF. This was reflected in the relatively stable 

Precision and F1-Score values across both classes, as well as its better ability to reduce cross-classification 

errors between positive and negative sentiment. 



SENTIMENT ANALYSIS OF TIX ID APPLICATION REVIEWS USING NAIVE BAYES AND SUPPORT VECTOR 

MACHINE 

Salwa Nur. JB et al 

 

Published by Radja Publika 

               907 

5. In the positive sentiment class, SVM maintained a high Recall value, although slightly lower than Naive 

Bayes. However, SVM showed improved performance in the negative sentiment class, particularly in Recall, 

indicating that it correctly recognized more negative reviews compared to the Naive Bayes model. Thus, 

SVM tends to be more robust in handling language variations and complex review contexts. 

Overall, the comparison results show that Naive Bayes excels in classification speed and effectiveness for 

the majority class, while SVM provides more stable and balanced performance across sentiment classes. Therefore, 

choosing the best algorithm depends heavily on the research objective. If the primary focus is maximizing positive 

sentiment detection with minimal computation, Naive Bayes may be the right choice. Conversely, if the research 

demands a balance of performance across classes and more consistent accuracy, SVM is the more recommended 

algorithm. 

Limitations of the Study 

This study has several limitations that should be considered. First, the distribution of review data is 

imbalanced, with positive sentiment dominating negative sentiment, which may cause classification models to be 

biased toward the majority class. Second, sentiment labeling was performed automatically based on user ratings, 

which may not always accurately reflect the emotional content of the review text, particularly in cases of ambiguous 

or mixed sentiments. In addition, this study only applied binary sentiment classification, namely positive and 

negative, without considering neutral sentiment, which limits the overall representation of user opinions. 

Future Work 

Future research may extend this study by applying data balancing techniques, such as oversampling or 

undersampling, to reduce the impact of class imbalance. In addition, semantic-based feature extraction methods, 

such as word embeddings or deep learning-based language models, may be explored to enhance the model’s ability 

to capture contextual meaning. Further studies may also expand sentiment classification by incorporating neutral or 

mixed sentiment categories to provide a more comprehensive understanding of user perceptions. 

 

CLOSING 

Conclusion 

Based on the results of research and testing of sentiment analysis models on TIX ID user reviews, it can be 

concluded that the sentiment classification process using the TF-IDF method as a feature extraction technique, com-

bined with Natural Language Processing (NLP)-based data pre-processing stages such as lower casing and stemming 

using the Sastrawi library, as well as the use of the Naive Bayes algorithm and Support Vector Machine (SVM) as a 

classification method, is able to classify review sentiments into two categories, namely positive sentiment and neg-

ative sentiment, with a total dataset of 3,576 review data. The Naïve Bayes classification model shows good perfor-

mance with an accuracy of 86.59%. The precision value of 86.21% indicates that most of the positive sentiment 

predictions generated by the model are correct. 

Meanwhile, the very high recall value of 99.31% indicates the model's excellent ability to detect almost all 

positive reviews. The F1-score of 92.30% confirms that the model has an optimal balance between precision and 

recall. However, in the negative sentiment class, Naive Bayes' performance tends to decline. Meanwhile, the Support 

Vector Machine (SVM) algorithm shows more stable and balanced performance between classes. The SVM model 

produces an accuracy of 89.80%, with a precision of 85.62%, a recall of 79.49%, and an F1-score of 82.03%. These 

values indicate that SVM is able to provide a more proportional performance distribution between positive and neg-

ative sentiment, making it more reliable in handling classification problems on datasets with class imbalance char-

acteristics. The distribution of sentiment data shows that the number of reviews with positive sentiment is more 

dominant than negative sentiment, namely 2,891 positive data and 685 negative data. 

Naive Bayes is superior in detecting positive sentiment and is suitable for use on data with an imbalanced 

class distribution., while SVM is more recommended for sentiment classification that requires a balance of perfor-

mance between classes and robustness to review language variations. 

The experimental results indicate that the Naive Bayes classifier achieved very high recall for the positive 

sentiment class, reaching 99.31%. This suggests that the model is highly sensitive to linguistic patterns associated 

with positive user feedback, which is likely influenced by the dominance of positive reviews within the dataset. As 
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a result, Naive Bayes demonstrates strong performance in detecting favorable user perceptions but exhibits 

limitations in consistently identifying negative sentiment. 

Conversely, the Support Vector Machine model produced a more balanced performance across sentiment 

classes. Although its recall for positive sentiment was slightly lower than that of Naive Bayes, SVM showed a notable 

improvement in detecting negative sentiment. This indicates that SVM is better suited to handling complex decision 

boundaries in high-dimensional feature spaces generated by TF-IDF, particularly in datasets with imbalanced class 

distributions. 

These findings suggest that algorithm selection should be aligned with research objectives. If the primary 

goal is maximizing detection of positive sentiment, Naive Bayes offers an efficient solution. However, for 

applications requiring a more proportional recognition of both positive and negative user feedback, SVM provides a 

more robust alternative. 
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